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Abstract. A dialogue system within a geographical information sys-
tem has to understand and to generate texts in natural language with
geographical information. In particular, it applies spatial reasoning in
order to identify or to localize the landmarks of the geographical envi-
ronment. Therefore, the domain knowledge manager (i.e. the module
that gathers information) has to access the contents of the geographi-
cal database, which represent the information usable by the GIS. Ow-
ing to the lack of a standard format, this manager has to deal with var-
ious contents and various organizations.

In this paper, we describe the framework of such a dialogue system,
the use of a pivot system within the domain knowledge manager, the
natural language processing component and the solutions that enable
to overcome the various difficulties and to differentiate precisely the
cases for which the dialogue system has to interrogate the user.
Keywords: Natural Language Processing, Spatial Reasoning,
Knowledge Representation

1 Introduction

Different research teams from our laboratory have developed a Geo-
graphical Information System (GIS) based on commercial geographi-
cal databasesdescribing the geographical environment of the campus
of our university and of the city nearby (e.g. the architectural envi-
ronment, the road network or the railway information). This system
allows, among other things, to visualize the environment, to calculate
a route between two points in the road network and to identify objects
of the environment.

Creating a dialogue system within this GIS requires a domain
knowledge manager that enables to manipulate information provided
by the geographical database of the GIS. We use a pivot system (cf.
[6]), which is able to overcome the numerous difficulties implied by
the processing of natural language from a database.

In section 2, we present the influence of our framework on the types
of text that this system is able to process. In section 3, we describe
the organization of the dialogue manager. In section 4, we describe
the geographical domain knowledge manager and the pivot system
on which it is based. In section 5, we present the funding of the un-
derstanding and the generation modules, and their interaction with the
dialogue manager.

2 Natural language processing in a GIS

The characteristics of the GIS and of the chosen environment limit
the type of the processed texts. These generated texts are either in-
structions (i.e. descriptions of routes generated by a GIS and not de-
scriptions of a route already followed by the user), or questions. The
aim of these instructions is to lead an agent to a final destination or to
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answer a question of the user about the environment. The aim of the
questions is to obtain supplementary information from the user, about
his / her position or about his / her preferences.

Symmetrically, the texts provided by the user are requests for geo-
graphical information (such as ”Where is the town hall?” or ”Is there
a hospital in this town?”), about a route (such as or ”How do I go from
the train station to the Post office?”) or answers to the system.

Scene

Landmark

"Turn to the left twice"

"...the shop in front of the post office"

Figure 1. scene in terms of actions and landmarks

Text componentsusable for understandingmay be divided into two
groups: landmarks and actions (cf. [3, 8]). In order to avoid ambigu-
ities, the term landmark, in this paper, is used only for the references
in natural language to elements of the geographical environment.

The actions specify the position of the agent according to the land-
marks. These landmarks are explicit (such as in “cross the river”), or
implicit (such as in “Turn to the right”). In an urban environment, this
last sentence means that we have to consider the next street section
that has a common intersection with the current street and that is ori-
ented to the right.

Among the actions, we are mainly interested in movements
such as direction changes, crossing and positioning (e.g. moves
according to a direction such as in ”turn to the right of ...”, moves
toward a landmark or toward a cardinal direction or moves along a
landmark such as in ”pass behind...” ). We note that the actions do
not correspond necessarily to verbs but also to prepositions or to
nouns (cf. [16, 14]).

In our framework, the representation of the text in terms of land-



marks and actions is not sufficient, since the actions have no equiva-
lent in the database and actions and several landmarks may be used in
order to identify one place, (such as in “...the shop in front of the post
office”, figure 1). Moreover, landmarks are frequently associated in
same sentence and some landmarks are used in order to localize im-
plicitly other landmarks.

Therefore, we define scenes as places of an action. In a given en-
vironment, the scene is focused on the landmark type that is asso-
ciated to the agent position. The choice of this type depends on the
database content. For databases representing an urban environment
with its road network, each position is associated to a street section,
and, thus, the scenes are focused on these sections. For a database
without a road network, the scenes may be focused on the buildings.

According to this definition, a route, which is an association of
landmarks and actions (which themselves correspond to one or sev-
eral scenes, such as in “Turn to the left twice”, figure 1), corresponds
to a sequence of scenes. Consequently, a route description corre-
sponds to a description of some scenes of this sequence, the choice of
these scenes varying according, among other things, to the length of
the road, to the user characteristics, to the language, and to the knowl-
edge of the narrator (cf. figure 2).

...

scene

Database

text

Figure 2. Links between texts, scenes and database contents

3 The dialogue manager

The aim of our dialogue manager is to process scene descriptions or
descriptions of a set of scenes in order to describe a route according
to the user instructions. The dialogue has to allow to overcome the se-
mantical differences between the information available from the GIS
and the one expressed by the user, but also to identify and, if possible,
to overcome the differences of knowledge, such as the lack of infor-
mation in the database content.

Several authors propose models of dialogue (cf. [13, 4]). In our
framework, the characteristics of the GIS and of the chosen environ-
ment, which limit the interaction between the user and the system
limit the required functionalities of the dialogue manager. Therefore,
we decompose the dialogue manager into three modules (cf. figure 3)
: the understanding module, the generation module and the applica-
tion manager. The module of understanding is composed of the pro-
cessing module for natural language interpretation (Interpreter) and
the module of access to the domain knowledge (domain knowledge
manager). The generation module is composed of a module of nat-
ural language generation (Generator), and of the domain knowledge
manager. The aim of the application manager is to return information
calculated from the application of the GIS. For example, for a user
request to have a route description between two points, the applica-
tion that calculates the route is external to the dialogue manager, and
in order to access this information, the dialogue manager uses the ap-
plication manager.

A dialogue manager handles the dialogue with the user and keeps
track of the interaction. In our system, the dialogue manager groups
all the other modules. For the author of [7], managing the interaction
with the user involves deciding whether a user request is clear enough
to access the application or to initiate a sub-dialogue. But, for us, this
definition limits the role of the dialogue manager : for a given request
type, this manager has to enable the processing of some requests for
which the database content is insufficient. In order to do that, it has to
indicate the cause of the problem.

3.1 The domain knowledge manager in the
understanding module

Firstly, the module of understanding has to analyze the natural lan-
guage text. The interpreter analyzes syntactically and semantically
the user input and delivers a meaning representation. At the level of
natural language, we have to take into account the diversity of de-
scriptions that human beings can make. This diversity proceeds from
the many possible choices of landmarks and of narrative styles.

From this representation focused on the quoted landmarks and ac-
tions, the domain knowledge manager has to identify the scenes de-
scribed by the text. This identification is made for explicitly quoted
landmarks, according to their nature and to their attributes or to other
spatial information, but also for the ones that belong to scenes de-
scribed with actions (i.e. positioning, changes in direction or moves).

The domain knowledge manager has to deal with vague notions,
uncertainties, ambiguities, redundancies, and implicit information
contained in the texts. Therefore, the reasoning about spatial indica-
tions has to use cognitive, linguistic and pragmatic knowledge. We
distinguish the knowledge explicitly contained in the databases, and
the one that must be inferred from the database contents.

3.2 The domain knowledge module for generation

The module of generation enables us to obtain, from elements of the
database, texts with geographical components. For example, from a
description of a route in terms of objects of the database, calculated
by the GIS, we want to obtain an equivalent description in natural lan-
guage, easily understandable by a GIS user.

The generator processes texts, according to a narration strategy and
according to the database content. The aim is not to use all the avail-
able information, but the part of which the user needs.

In order to retrieve the available information about a given scene
(i.e. about the object on which the scene is focused), the module of
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Figure 3. Dialogue manager

generation also uses the domain knowledge manager. We describe the
role of this manager in the section 5.2.

4 The geographical domain knowledge manager
and pivot system

The domain knowledge manager has to manipulate and to corre-
late information of, at least, two sources of information: natural lan-
guage and geographical databases. These databases contain informa-
tion about some elements of a spatial environment such as an urban
environment, a forestry environment or a museum, in terms of rooms,
communication between rooms and contained items. They describe
their geographical aspects but also their nature and their various at-
tributes.

The difficulties are derived mainly from the opposition between the
quantitative nature of the data in the base (such as spatial coordinates)
and the qualitative nature of human discourse (ambiguities and unde-
termined knowledge, such as vague temporal or spatial expressions)
and from the various possibilities for a human being to choose and to
name landmarks.

Furthermore, there is no standard norm for the databases and,
hence, it is not possible to know beforehand either the contents of a
database or the distribution of these contents : the database may have
no representation of a type of landmark or, if this representation ex-
ists, no representation of some elements of this type or no represen-
tation of some characteristics of these elements.

Moreover, the organization of the data may lead to a non-pragmatic
distribution : elements, which differ according a pragmatic or a cog-
nitive point of view, may be grouped, and conversely, elements of an
identical nature may be scattered for technical reasons.

In order to overcome potential semantical differences between in-
formation expressed by the user and the information contained by a
database, we use a pivot system (described in [14]), based on con-
ceptual graphs (cf. [17, 2, 1]). This ontology-based system intro-
duces a conceptual level that allows to correlate the information of
the texts and of the database. Since the database contains only infor-
mation about landmarks and relations between landmarks, this con-
ceptual level contains three kinds of knowledge: information about
the landmarks usable in natural language (in descriptions of routes or
of scenes), information related to the organization and the contents

of the database, and finally information about the correspondence be-
tween objects and landmarks.

At this level, the information about landmarks is defined by the do-
main ontology of the environment considered (cf. [11, 12, 9] for a
definition of ontologies, and [14] for the design of the domain ontol-
ogy). This domain ontology describes, in terms of concepts, all the
elements of an environment type (landmarks in two dimensions or
in three dimensions, such as respectively, for an urban environment,
roads and buildings) and all information about them (i.e. relations be-
tween landmarks and attributes of landmarks).

These conceptual relations, such as relations that express, for ex-
ample, proximity, adjacency, topological relations or distance rela-
tions, do not correspond necessarily either to natural language rela-
tions or to database relations. They are links between information
in NL (expressed by prepositions, but also, by propositions or by
verbs) and information of the database (not necessarily expressed by
database relations but also retrievable from coordinates or from other
attributes). The choice of the conceptual relations varies according
to the environment. Among these conceptual relations, there are all
those that can be inferred from landmark coordinates, and those that
are frequently used in route descriptions (cf. [3, 10]).

The concepts that represent landmarks correspond to classes of
strict synonyms: ”Mairie” and ”Hôtel de ville”, translations of ”Town
hall”, have the same meaning and, consequently, correspond to the
same concept. The hierarchy between these concepts, expressed by
a type lattice, is defined from the conventional meaning of the land-
marks (e.g. a bridge or a tunnel are particular types of street sections).

Information about the organization of the databaseand information
expressedby the domain ontology enable us to link the types of object
to natural language terms, and thus to store meta knowledge. Since
we assure that we have the complete set of the elements of the envi-
ronment, all the object types are linked to a concept that represents a
landmark. Conversely, if a landmark concept is not linked to one or
several object types, we can deduce that the domain knowledge does
not contain information about this landmark. Thus we can define the
existence or the non-existence of the explicit information related to a
type of landmark in the database: a landmark has a representation in
the database if and only if its representation defined from the domain
ontology is linked to one or several concepts that represent the con-
tent of the database. That does not mean that a corresponding object
exists, only that it may exist.

The existence or the non-existence of links from concepts that rep-
resent landmarks defines also a level of precision on the contents of
the database. For a database containing a representation of all the ex-
istent landmarks and defining their nature, the level of precision cor-
responds to the level of precision of these concepts (e.g. a town-hall
is a particular administrative building, which is a particular building,
which is a particular architectural element, which is a particular land-
mark). But if the database does not distinguish a town hall from other
buildings, ”Town-hall” is, by extension, conceptually equivalent to
”Building”. For generation, this enables the system to obtain auto-
matically the most adequate terms for describing an object, and for
understanding, to identify the classes that may contain a representa-
tion of a landmark, without taking into account the level of precision
of the database.

Likewise, this system enables us to express inferable information.
By linking concepts that represent two landmarks, we can express
equivalence between landmarks from a reasoning viewpoint. For ex-
ample, in a database that has no representation of the hydrographical
network, the concept River may be associated to the concpet bridge,
the presence of a bridge indicating the presence of a river. By linking a



landmark concept to an attribute concept, we can express equivalence
between a landmark and other landmarks that have this attribute. For
example, in an urban environment, for a one-way street, we can infer
a one-way sign at one end of the street section.
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Figure 4. Association between landmarks and objects

By classifying the data according to a cognitive point of view and
by linking them to landmarks, we no longer have to take into ac-
count the problems of the non-cognitive scattering or the “abusive”
regrouping of information (such as, in figure 4, landmark concept #3,
which is linked to several object classes, or concepts#4 and #6, which
are linked to the same class). In the case of an object class that repre-
sents different landmarks (e.g. a type which groups the urban struc-
tures, such as buildings, squares, road stations or industrial areas) the
concept that represents this type is linked to several concepts that rep-
resent landmarks. In the case of landmarks of the same nature repre-
sented by several classes (e.g. car parks divided between two types,
according to their area), the concept that represents these landmarks
is linked to several concepts that represent classes of the database.

The database information is expressedin terms of attributes and re-
lations defined in the domain ontology. In order to retrieve the infor-
mation related to these relations and these attributes, the pivot system
returns mapping relations (cf. [9]).

5 Management of the modules

5.1 Understanding

Our aim is, from a route description, from a position description, or
from a user request (equivalent to a set of scenes), to find the objects
of the database related to the scenes. This means we have to interpret
correctly the successive instructions that constitute the description or
the question, in spite of ambiguities, imprecision, and implicit infor-
mation. For example, from the question ”How do I go from the train
station to the Post office?”, the understanding module has to identify
the scenescorresponding to the train station and to the post office. In a
city that contains more than one post office, it has to retrieve, accord-
ing to the context (i.e. the position and the orientation of the agent and
the local environment), the nearest one. From the scenes, the module

retrieves the landmarks on which they are focused, or the ones that
the application needs (thanks to the application manager).

For yes-no questions, the system has to determine whether the
scene exists or not in terms of database objects.

Firstly, the system identifies objects of the database, if they exist,
from the terms that describe the landmark. From the list of objects
obtained thanks to the mapping relations, we have to identify the one
that corresponds to the landmark. Information about its attributes, if
they are referenced in the pivot system, enables us to filter the list of
objects that may correspond to the landmark. Furthermore, relations
of the domain ontology that are identified in the text enable the
system to filter the list, using spatial reasoning about the associated
mapping relations. We have to consider the context: the system takes
into account geographical and spatial considerations, pragmatic and
cognitive knowledge and linguistic aspects.

After this filtering, if the information contained in the sentence
is sufficient to identify the scene focused on the quoted landmark,
the list contains a single object. This includes the cases where the
database contains a single object of a given type (e.g. with a database
which has a single object which corresponds to a bridge, all mentions
to a bridge are identifiable as referring to this object). This includes
also the cases where the landmark is identified indirectly by another
landmark. For example, for processing the sentence “pass the library
that is in front of the square.”, it is not necessary to identify both the
library and the square, a single one being sufficient to identify the
scene. We use for this case the term of redundancy (according the
database contents).

At this stage, the identification of a scene may fail, that is the object
list that may represent the landmark on which the scene is focused is
empty or contains more than one item. The causes of failure are :

� missing information in the text : the information about a scene
is under-specified and the list contains more than one object (i.e.
many objects that can represent the landmark), either because of
implicit information that a human being can easily understand but
the domain knowledge manager cannot (e.g. “pass the bridge”,
which needs to take into consideration the current position of the
mobile agent and information on his perceptual area) or becauseof
missing information according to the database point of view (e.g.
“behind the red house...” with a database that has no information
about the colors of the buildings);

� missing information in the database : the list does not contain any
object, the database does not contain, for example, the represen-
tation of type of landmark (e.g. “At the Campus entrance”, with a
database that has no representation of the campus outskirts);

� impossibility to access an identified landmark : route error during
generation or understanding.

The role of the dialogue manager is to identify the failures and their
causes and to generate questions in order to continue the processing.

5.2 Generation

The aim of the generator is to choose, according to narration strate-
gies, the scenes that it describes among all those that composed, for
example, the route description, and to choose the way to describe
these scenes, again according to narration strategies. These narration
strategies take into account the contents of the database and the user
preferences.



The available information is stored in an intermediate landmark
graph. This representation corresponds to a filtering of the scenes that
are focused on the database objects that compose the route (i.e. the
available information about the objects that belong to the scene). To
this end, we obtain on the one hand the potential attributes of the ob-
ject on which the scene is focused (i.e. a street section for a database
which represents an urban environment and its road network), and
on the other hand, the objects that, by construction, are associated
to it. This information is enriched with knowledge that can be in-
ferred from the contents of the database (e.g. spatial relations com-
puted from spatial coordinates), and with relations between scenes,
i.e. numerical and directional information that indicates the way to go
to the following scene and that can be exploited in description such as
”Turn twice to the right” or ”Turn to the right after the second street
light”.

Following Denis, in [3], we consider two kinds of “interesting”
scenes : the “semantically” interesting ones and the ones that cor-
respond to changes in the environment (direction changes or street
changes). The semantic interest is defined with regard to the pivot
system. In fact, the pivot system enables us to use automatically the
database level of precision in order to describe any object in terms of
natural language. In a broader sense, sceneswith semantic interest are
the ones that are linked to landmarks with semantic interest.

For question generation, the strategy varies according the problem
type (cf. [15]).

� insufficient information : ask for supplementary information about
the landmark (i.e. about conceptual attributes, retrievable from the
database contents or about conceptual relations with others land-
marks).

� missing information : ask for supplementary information about a
new landmark or about appropriate actions, according the current
position of the agent (i.e. the last identified position).

� incoherent information : verification of the information provided
by the user. The system expresses the scene that it has to retrieve,
and asks for confirmation. If this is not enough to identify the error,
the process stops.

6 Conclusion and perspectives

In this paper, we presented a system for natural language process-
ing that enables to deal simultaneously with geographical informa-
tion and with geographical databases. We have introduced, in particu-
lar, the notion of scene that associates, according to natural language
viewpoint and to a geographical database viewpoint, the interpreta-
tion of landmarks and actions, which compose route descriptions.

The main advantagesof our approach is that the domain knowledge
manager, as well as the dialogue manager, are reusable for various
database types and for various environment types.

At the practical level, the understanding and the generation
modules are have been implemented (for texts in French) as well as
the domain knowledge manager and the pivot system.

In this framework, we have considered only spatial information.
But a dialogue system based on a GIS could also use temporal infor-
mation, such as bus time-tables or information from spatio-temporal
databases (cf. [5]).
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